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bstract

During the period from 1977 to 1989, the Lawrence Livermore National Laboratory (LLNL) conducted a liquefied gaseous fuels spill effects
rogram under the sponsorship of the US Department of Energy, Department of Transportation, Gas Research Institute and others. The goal of this
rogram was to develop and validate tools that could be used to predict the effects of a large liquefied gas spill through the execution of large scale
eld experiments and the development of computer models to make predictions for conditions under which tests could not be performed. Over the
ourse of the program, three series of LNG spill experiments were performed to study cloud formation, dispersion, combustion and rapid phase
ransition (RPT) explosions.

The purpose of this paper is to provide an overview of this program, the lessons learned from 12 years of research as well as some recommendations
or the future. The general conclusion from this program is that cold, dense gas related phenomena can dominate the dispersion of a large volume,
igh release rate spill of LNG especially under low ambient wind speed and stable atmospheric conditions, and therefore, it is necessary to include
detailed and validated description of these phenomena in computer models to adequately predict the consequences of a release.
Specific conclusions include:

LNG vapor clouds are lower and wider than trace gas clouds and tend to follow the downhill slope of terrain due to dampened vertical turbulence
and gravity flow within the cloud. Under low wind speed, stable atmospheric conditions, a bifurcated, two lobed structure develops.
Navier–Stokes models provide the most complete description of LNG dispersion, while more highly parameterized Lagrangian models were
found to be well suited to emergency response applications.
The measured heat flux from LNG vapor cloud burns exceeded levels necessary for third degree burns and were large enough to ignite most
flammable materials.
RPTs are of two types, source generated and enrichment generated, and were observed to increase the burn area by a factor of two and to extend
the downwind burn distance by 65%.
Additional large scale experiments and model development are recommended.
2006 Elsevier B.V. All rights reserved.
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Department of Energy (DOE). In addition, significant research
programs were underway in industry, including the American
Gas Association LNG Safety Program and experimental work
by Gaz de France, British Gas, Shell, and Esso. This work was
summarized in a Report to Congress on Liquefied Energy Gas
Safety by the Comptroller General of the US (GAO) in July 1978
(GAO Report) [1]. References to the many reports produced by
these programs are provided in this report.

By 1977, primitive models developed by these projects were
used to predict the dispersion distance to the lower flammable
limit for the hypothetical instantaneous release of 25,000 m3 of
LNG from a ship. The results from six of these models varied
from 0.75 to 50 miles [2]. This level of uncertainty resulted in
the Federal Government initiating an LNG research program
to put LNG accident prediction on a sound scientific footing in
anticipation of the large scale importation of LNG and the public
safety concerns surrounding LNG.

2. Phenomenology

Denser-than-air vapor clouds in the atmosphere are pro-
duced by a variety of mechanisms and conditions. Principally,
this type of cloud is formed when the released vapor has a
molecular weight greater than that of the ambient air or the
released vapor is at a temperature that is sufficiently lower
than the ambient temperature. In the case of LNG vapor which
has a molecular weight of 16 versus approximately 28 for
air, the denser-than-air cloud is due to the low temperature of
the cryogenically stored LNG (about −160 ◦C). When LNG is
released onto the ground or a water surface, it rapidly evap-
orates creating cold vapor that is about 1.5 times the density
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1. Introduction

The goal of this paper is to summarize the lessons learned
during more than a decade of research performed by Lawrence
Livermore National Laboratory (LLNL) into the behavior of
denser-than-air gases when released into the atmosphere. The
LLNL research was conducted from 1977 to 1989 and was spon-
sored by the US Department of Energy (DOE), Department of
Transportation (DOT), Gas Research Institute (GRI) and others.
This paper is not intended to be a comprehensive review of all
LNG research up to the present, although the authors have ref-
erenced prior and more current relevant work with which they
are familiar.

LNG is one of the most difficult of the dense gases because
it is initially intensely cold (−260 ◦F) and about 1.5 times the
density of ambient air. As the cloud disperses, its density is
affected by both mixing with the ambient air and heat transfer
from the ground. If this vapor cloud is large enough, it will force
the ambient air to flow over it, creating a shear layer that limits
entrainment. Since the vapor cloud is denser than the surround-
ing air, it will be driven by gravity spreading flow out from the
source and around obstacles with a tendency to follow the down-
hill slope of the terrain. The complexity of this behavior means
that it is necessary to include a detailed description of the sci-
entific phenomena driving the dispersion of the cold dense gas
in order to be able to adequately predict the consequences of a
release.

Research into LNG safety was initiated in the early 1970s
by a number of Federal agencies with jurisdiction over various
aspects of LNG importation and distribution. These included
the US Coast Guard, Federal Railroad Administration, Mar-
itime Administration, and Office of Pipeline Safety branches of
of ambient air. As the LNG vapor mixes with the ambient air,
the LNG vapor temperature increases while the entrained air
temperature decreases resulting in a denser-than-air vapor cloud
mixture.
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dispersion is primarily controlled by the ambient wind speed
and atmospheric stability.

All of these cold, dense gas dispersion phenomena – stable
density stratification, reduced turbulence levels, gravity flow,
14 R.P. Koopman, D.L. Ermak / Journal o

When a denser-than-air cloud is created at ground level sev-
ral effects are observed in the dispersion of the denser-than-air
loud that are not observed in the dispersion of trace emissions.
ne is a reduction of vertical turbulent mixing with the ambient

tmosphere due to stable density stratification of the dense gas
loud below the ambient atmosphere. Another is the generation
f horizontal gravity-spreading flow due to density gradients in
he horizontal direction. These two effects result in a lower and
ignificantly wider cloud than is observed when a trace or neu-
rally buoyant gas is released. In some situations, the decoupling
etween the denser-than-air cloud and the ambient atmosphere
s such that the dense gas cloud effectively displaces the ambi-
nt wind field [3–5] in much the same way that the wind flows
ver a solid body. This displacement results in a stably stratified
ense gas layer and an interface through which it is difficult for
xternal ambient turbulence to penetrate [6].

In addition to these dense gas dispersion effects, denser-than-
ir clouds often linger in the vicinity of the source region for
xtended periods of time, tend to follow the downhill slope inde-
endent of the ambient wind direction, and can become trapped
r pool in valleys and low spots. A mitigating factor to all of these
ense gas dispersion phenomena in the case of an LNG release
s the heat flux from the ground or water surface into the cold
NG vapor cloud. The heat flux increases the temperature and
ecreases the density of the dense gas cloud, and can potentially
ead to convective turbulence which increases mixing within the
loud.

All of these cold, dense gas dispersion effects have been
bserved experimentally [5,7–11]. Fig. 1 shows data from bivane
nemometers both upwind and downwind of the 1980 Burro 8
NG spill test at China Lake, CA. The wind speed recorded by

he anemometer in the cloud drops to near zero when the cloud
s present indicating that the cloud is displacing the ambient
ind flow. Fig. 2 shows vertical turbulence data from a bivane

nemometer as it experienced a cold dense LNG cloud during
he 1987 Falcon 1 test. The reduction in the vertical turbulence
evel within the cold, dense gas LNG cloud is marked.

Gravity flow is driven by the excess hydrostatic pressure
aused by the density difference between the cloud and the
mbient atmosphere [6]. The fluid motion is generally hor-
zontal except near the front where there is a recirculation
ortex. Most of the mixing occurs just behind the front due
o Kelvin–Helmholtz instability. For a continuous spill into a
teady wind, gravity spreading also produces vortices in the
rosswind direction which entrain air into the cloud at the edges.

Fig. 3 is a crosswind vertical cross section showing LNG
oncentration contours created by a FEM3 computer model
imulation of the Burro 8 LNG test both with and without ter-
ain compared to contours constructed from data [12]. Gravity
ow in the crosswind direction produces the bifurcated and lobe
tructure. Terrain effects enhance the lobe on the left. Fig. 4
hows horizontal contours from the FEM3 computer simulation
f Burro 8 with terrain effects compared to contours constructed

rom the data. The gravity-flow produced cloud bifurcation is
ven more apparent in this view.

Dense gas dispersion effects are most pronounced when
he denser-than-air cloud is large, the ambient wind speed is

F
s

ig. 1. Burro 8 anemometer data upwind and downwind of the spill point, show-
ng significant modification of the wind speed due to the presence of the LNG
loud.

ow and the ambient atmospheric stability is stable [7]. As the
loud mixes with the surrounding ambient atmosphere, the cloud
ecomes more dilute, the in-cloud properties approach ambient
evels, and the above mentioned effects begin to play a less sig-
ificant role. Eventually, after the cloud has become much lower
nd wider than is observed from a neutrally buoyant release and
fter a considerable amount of dilution, the originally denser-
han-air cloud begins to disperse like a trace gas cloud where
ig. 2. Falcon 1 bivane anemometer data 150 m downwind of the vapor barrier
howing the effect of the LNG vapor cloud on vertical fluctuations.
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Fig. 3. Burro 8 crosswind vertical gas concentration contours at 140 m down-
wind and 180 s into the test (a), compared to FEM3 calculations with (c) and
without China Lake terrain (b).

Fig. 4. Burro 8 horizontal gas concentration contours at 1 m elevation and 200 s
into the spill (a) contours from field experiment data and (b) FEM3 calculation
with China Lake terrain.
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nd ground heating of the cloud – along with the effects of terrain
nd obstacles, and other phenomena pertinent to the atmospheric
ispersion of any substance, significantly influence the transport
nd dispersion of LNG vapor clouds and need to be included in
omputer models used to simulate the dispersion of an LNG
elease.

. The experiments

.1. Overview

Experiments with LNG vapor production, dispersion and
ombustion have been conducted since the early 1970s, at
ab scale and at field scale. For example, a number of pool
re and vapor cloud explosion tests were conducted at the
aval Weapons Center (NWC) in China Lake, CA. However,
ith the initiation of the US Department of Energy program,

nd with additional sponsorship by Gas Research Institute,
arger and better instrumented field experiments were possi-
le and were begun in 1978 by Lawrence Livermore National
aboratory (LLNL) and China Lake Naval Weapons Cen-

er (NWC) personnel with the Avocet series at the old Spill
est Facility. The China Lake facility was upgraded in the
ollowing year and in 1980 a much larger and better instru-
ented test series was conducted. It is interesting to note that

imultaneously and completely independently, Shell Research
onducted a series of LNG and LPG trials at Maplin Sands in
ngland.

The 1980 China Lake LNG dispersion experiments consisted
f eight LNG spill tests on water under a variety of meteorolog-
cal conditions, know as the Burro series. These were followed
n 1981 by 10 combustion, rapid phase transition (RPT) and dis-
ersion tests, known as the Coyote series. Prior to Burro, Coyote
nd Maplin Sands, a number of pool fire, vapor burn and vapor
loud explosion tests were conducted at China Lake and are the
ubject of another paper.

After Burro and Coyote, DOE terminated its LNG research
rogram and NWC closed its test facility. Other sponsors with
nterests in other hazardous gases came forward and the US
ongress provided funds to construct a larger Spill Test Facility

STF) at the Nevada Test Site (NTS). In addition to the other
azardous materials of interest to these other industry and gov-
rnment sponsors, the US Department of Transportation and
as Research Institute decided to sponsor an additional series
f LNG tests to evaluate the effectiveness of a vapor contain-
ent fence or curtain. These tests were called the Falcon series

nd were conducted by LLNL at the newly constructed STF in
987 [13].

The goal of all of these experiments was to measure the
vaporation, dispersion and combustion of spilled LNG so
ntensively that the data sets produced could be used as bench-

arks for the validation of computer models of that time and
n the future. To do that required extensive measurements of
eteorological parameters such as wind speed, temperature,
urbulence, humidity, solar heat flux and gas cloud parame-
ers such as concentration, temperature and ground heat flux,
ver an extensive area and at various heights. The intensive
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Fig. 5. Overhead view of the instrum

nstrument array used for the Burro series is shown in Fig. 5.
t was necessary to conduct the tests under a variety meteo-
ological and environmental conditions that would include all
hose that might be encountered in a real incident. This was
n extremely ambitious undertaking. A summary of LNG tests
nd their characteristics is given in Table 1. Tests were also
onducted with other hazardous materials, but only LNG tests
ill be covered in this report. From these tests, the best were

elected to be benchmark tests for dispersion model validation

14]. These include: Burro 3, 7, 8, 9, Coyote 3, 5, 6, and Maplin
Shell) 15, 27, 29, 34, 35, 39, 56, with Falcon 1, 3, 4, added
ater.

c
5
t

able 1
arge scale LNG field tests

est Date Number Size (m3)

vocet 1978 4 4

aplin 1980 13
7 5–20

urro 1980 8 24–39

oyote 1981 5 3–14
5 8–28

alcon 1987 5 20–66
rray deployed for the Burro series.

.2. Burro series tests

The main goal of the Burro series was to obtain extensive data
n the dispersion of LNG vapor under a variety of meteorological
onditions from spills on water. Of the eight Burro LNG tests
onducted, four proved to be identifiably different from each
ther. These four were subjected to extensive analysis and are
vailable in summary form for model validation [5,7,14,15].

Burro 3 was conducted under the most unstable atmospheric

onditions encountered in the Burro series. The wind speed,
.4 m/s, was in the midrange and the direction was steady such
hat the cloud went down the center of the array. Due principally

Rate (m3/min) Purpose

3–5 Dispersion

1–5 Dispersion
Inst. Combustion

12–18 Dispersion

6–19 RPT
14–17 Dispersion/combustion

9–30 Dispersion from vapor fence
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the model. Also not included in the model at the time of this
calculation is ground cooling which reduces heat flow at late
time.
R.P. Koopman, D.L. Ermak / Journal o

o the unstable atmospheric conditions and in part to the low
pill rate, the maximum distance to the LFL (5% by volume)
as 180 m, the least of all the tests.
Burro 7 had the largest spill volume, 39.4 m3, of all the Burro

nd Coyote tests and its spill duration of 174 s was among the
ongest. The wind speed, at 8.4 m/s was among the highest and
he wind direction was such that part of the cloud extended
eyond the right side of the array during most of the test. The
tmospheric stability was slightly unstable. The centerline of the
loud remained within the array and it was possible to determine
hat the maximum distance to the LFL was 240 m. Because of the
ong duration of this spill, it provides a good example of steady
tate characteristics. When the vaporization rate equals the spill
ate and the LFL has reached its furthest distance downwind, the
apor cloud is said to be in steady state. For this test, steady state
xisted for about 150 s at 140 m down wind, with concentrations
arying from 3% to 7% during this time. According to analysis
y Morgan et al. [7], this implies an uncertainty of about ±15%
n concentration and also implies an uncertainty of ±15% in
FL distance.

Of all of the Burro and Coyote dispersion tests conducted,
urro 8 produced the most significant results. It was conducted
ith the highest ambient stability, (category E, slightly stable)

nd lowest wind speed (1.8 m/s) of all of the experiments. Con-
equently it experienced the least turbulence from the ambient
tmosphere and its behavior was dominated by gravity flow and
ther internal cloud characteristics.

Burro 8 gave a glimpse of how very large LNG spills would
ominate atmospheric dispersion. Turbulence within the cloud is
ramatically reduced, producing the maximum LFL distance of
ll the tests, 445 m. Gravity flow led to the widest cloud for all the
ests and produced a bifurcated cloud structure with strong influ-
nce of terrain on cloud shape which can be seen in Fig. 4. Here
e see horizontal gas concentration contours constructed from

he gas sensor data at 1 m above the ground and 200 s into the
pill, compared to a FEM3 model calculation. Fig. 3 shows verti-
al concentration contours constructed from the gas sensor data
t 140 m down wind and 180 s into the spill, compared to FEM3
alculations, both with and without terrain effects included. See
han and Ermak [12], Chan et al. [16] and Ermak et al. [17] for
ore analysis of this test and comparison with models.
Because this cloud was so wide, meander had little effect on

he gas concentration and we observed that ordinary atmospheric
ow was excluded from the cloud, as can be seen in Fig. 1.
ere we compare the wind speed immediately upwind of the

elease with that immediately downwind, in the cloud. The wind
peed is dramatically reduced as the wind flows over the dense
as intrusion. Terrain effects become more important as gravity
ow competes with wind driven flow. Because the wind speed
as dropping during the test and because the ambient wind was
irtually excluded by the dense cloud, the Burro 8 cloud persisted
or a long time over the test area.

One other interesting result of this test is shown in Fig. 6,

hich shows a vertical contour of the cloud constructed from
as sensor data 400 m down wind and 400 s into the test. The
ighest gas concentration contour, 5%, is elevated above the 1 m
evel, showing evidence of slight buoyancy. This is in contrast

F
w

ig. 6. Burro 8 vertical gas concentration contours at 400 m downwind and at
00 s into the spill.

o gas sensor data from other tests and up wind locations on this
est which always show the highest concentrations at the lowest
ensor, 1 m above the ground. A calculation of the cloud den-
ity based on concentration, temperature, and vapor composition
ives a density of about 0.7% less than that of the surrounding
ir. This data indicate that if wind speeds are low enough and
NG vapor clouds linger long enough, they do show a small
mount of buoyancy.

Because temperature is so important to LNG buoyancy,
ispersion, and hazard distance, it is an important model vali-
ation parameter. Fig. 7 shows the measured temperature 140 m
own wind compared to that calculated by FEM3, both with
nd without terrain effects included. Clearly terrain effects are
mportant but do not account for all of the discrepancies between
ata and model. In Burro 8 the wind speed dropped contin-
ously during the test and this is not taken into account by
ig. 7. Burro 8 temperature data compared to FEM3 calculations at 140 m down
ind.
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that estimated without RPTs, and the fire extended 65% fur-
ther downwind that it would have without RPTs. Because of
the ethane concentration, the burn area extended beyond the 5%
contour, but not to the 4% contour.
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Burro 9 had the highest spill rate of any of the Burro or
oyote tests, 18.4 m3/min. The wind speed was 5.7 m/s and the
tmospheric stability was neutral (class D). The largest RPTs
bserved during the Burro and Coyote series occurred on this
est, damaging the Spill Test Facility. See the report by McRae
t al. [18] for more on the RPTs from both the Burro and Coyote
eries. Good quality data were obtained on this test and it should
e considered a benchmark. It is relatively easy to separate out
he RPT effects from the ordinary dispersion effects, but it should
e noted that RPTs increased the LFL distance from a nominal
70 m to 410 m for brief periods of time. It is believed that the
xplosive force and shock wave from the RPT throws LNG into
he air and turns it into aerosol and vapor, creating an LNG rich
uff that propagates downwind.

.3. Coyote series tests

.3.1. Coyote test summary
The Coyote series was conducted by LLNL in 1981 to explore

ystematically the large and damaging RPTs observed during the
urro series, to measure the characteristics of large vapor cloud
res, including the effect of high energy ignition sources and

he potential for flame acceleration and the generation of dam-
ging overpressure, and to obtain more dispersion data. Coyote
, 4, 8, 9, and 10 were performed for RPT study and generally
nvolved a succession of three short spill tests at different spill
ates. Coyote 2, 3, 5, 6, and 7 were done for vapor burn study and
lso allowed the collection of dispersion data during most of the
est. From these, Coyote 3, 5, and 6 were selected as benchmarks
or dispersion model validation. The instrument array used was
imilar to that used for Burro 8 (see Fig. 5) but with the addi-
ion of IR imaging, heat flux calorimeters, flame speed devices,
nd radiometers. The Coyote test series is well documented by
oldwire et al. [19], Rodean et al. [20], McRae et al. [18] and
organ et al. [7].

.3.2. Coyote dispersion and vapor burn tests
Coyote 3 occurred under the most unstable conditions of all

f the Burro and Coyote tests, with an average wind speed of
.0 m/s and category B–C stability. The spill volume was 14.6 m3

nd the spill rate was 13.5 m3/min. The maximum distance to
he LFL was about 195 m, one of the lowest of all the tests.
oyote 3 was ignited at 99.7 s. Fig. 8 shows a side view of the
apor burn in progress. The tall flame front on the left is moving
ownwind, while on the right, the flame front has moved back to
he pool. Ignition occurred between the two visible flames. The
early invisible hot gas ahead of, above, and behind the visible
ame on the left, defines the burn area by an index of refraction
hange that can be seen by looking closely at the photograph.
uring analysis of the horizontal fire spread on Coyote 3 it was
ecessary to use 2-s averaged gas concentration data rather than
0-s averaged data because the 10-s averaged data suggested
here was significant burn outside of the 5% contour. The width

f the burned area was only about half the width of the pre-
gnition 5% contour suggesting that flammable gas was sucked
nto the fire as the flame front passed by. The downwind length
f the burn zone was essentially the same as the pre-ignition 5%
Fig. 8. Coyote 3 vapor burn.

ontour and the area burned was about 3200 m2, about half of
hat would be expected from the pre-ignition 5% contour. The
ame velocity was about 20 m/s in this test, compared to 6 m/s
ind speed. This test produced good quality fire and dispersion
ata.

The wind speed for Coyote 5, 9.7 m/s, was higher than for
ny other test in the Burro or Coyote series, and the atmospheric
tability was slightly unstable (category C–D). The spill vol-
me was the largest for the series, 28 m3, and the rate was
7.1 m3/min. The cloud went right down the instrument array
enterline with an LFL distance of about 205 m. A large RPT
ccurred at 101 s into the test and was followed within a few sec-
nds by one or two smaller RPTs (see Fig. 9). It was observed
hat the RPT created puffs of gas temporarily increasing the LFL
istance by 60 m, which was about 30%. Late in the spill, the
thane concentration in the cloud rose from an initial concentra-
ion of 20% to about 35% by volume. The cloud was ignited at
32.7 s.

The RPTs considerably enlarged the burn area over what
t would have been with out them. The burn extended down-
ind about 250 m and was 60 m wide. As a result of the RPTs,

he burn area was about 12,000 m2, substantially greater than
Fig. 9. Coyote RPT.
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Coyote 6 had the lowest wind speed of any of the vapor burn
xperiments, 4.6 m/s, and the atmospheric stability was neutral
category D). The average spill rate was 16.7 m3/min and the
pill volume was 22.8 m3. The visible LNG vapor cloud, corre-
ponding to a concentration of 11%, was considerably wider
han for Coyote 3 and 5 and extended downwind 160 m. It
lso showed some of the same bifurcated structure observed
o clearly in Burro 8 and characteristic of shear flow over an
bject. The cloud was ignited at 108 s, 79 m downwind of the
pill point and the fire extended to 210 m downwind. With this
est also, the total burn area was wider than the 5% contour, but
ot as much wider as was the case with Coyote 5, which was
nfluenced by RPTs. The total burn area was 16,250 m2, much
arger than the other tests, due primarily to the lower wind speed
nd neutral stability conditions.

When Coyote 7 was conducted, most of the gas concentration
easurement array had been disassembled in preparation for the
PT tests, so no contour plots are available, but motion pictures
nd IR images were obtained. The wind speed was moderate
t 6 m/s and the atmospheric stability was neutral. This was a
elease of almost pure liquid methane (99.5%), with an aver-
ge spill rate of 14.1 m3/min and a spill volume was 26 m3.
his test was ignited with a high energy jet igniter to see if

gnition energy had a significant effect on flame speed in an
nconfined vapor cloud. The initial rate of flame spread was
aster than with any other test. The jet igniter appears to have
large effect in the first 50 m of flame propagation, even in the
irection opposite to the jet, but no effect thereafter. Since no
rray of gas sensors was present downwind, it is hard to estimate
he burn area, but from the IR imagery it is estimated to be about
2,500 m2.

.3.3. Coyote vapor burn results
The total burn area for Coyote 6 was 16,250 m2, much

arger than Coyote 3 at 3200 m2, Coyote 5 at 12,250 m2

much increased by late RPTs) and Coyote 7 at approximately
2,000 m2, due primarily to the wider cloud created by the lower
ind speed and neutral stability conditions. Except for Coyote
, pre-ignition contours provided an underestimate of the burn
rea, by as much as a factor of two for RPT impacted Coyote
and 1.6 for Coyote 6. FEM3 calculations underestimated the

urn areas by 26% for RPT impacted Coyote 5, and only 8% for
oyote 6, probably because RPT and terrain effects were not

ncluded in the model calculation (see Rodean et al. [20]).
One of the goals of these tests was to examine the effect of

gnition source energy on flame speed to determine if there was a
otential for damaging overpressures due to flame acceleration.
he best data for this analysis came from overhead IR imagery
hich was present on Coyote 6 and 7. On Coyote 7 a high energy
ame jet igniter built from a corrugated pipe 1.22 m long and
.46 m in diameter, filled with a propane/air mixture, and capable
f producing a jet of flame with a speed of 100–200 m/s was used
o ignite the cloud. Unfortunately it only worked on this 99.5%

ure methane test so the effect on LNG vapor clouds with higher
evels of ethane and propane is not known. On the other tests,
rdinary highway flares were used. In summary, the results of
he flame speed analysis are as follows:

a
b
R
s

rdous Materials 140 (2007) 412–428 419

Flame velocities in the laboratory frame varied from more
than 40 m/s to just above wind velocity and decreased as the
distance from the igniter increased.
The wind did not have a strong influence on flame speed,
particularly at early times. Fuel burn velocities of 6–24 m/s
are consistent with the data.
No flame acceleration was observed with these tests.
The jet igniter had some effect on the rate of flame propaga-
tion through the first 50 m of the vapor cloud but no effect
thereafter.
The Coyote vapor burns did not produce damaging over-
pressures. The pressures observed were only a few millibars,
probably because the flames were decelerating, not acceler-
ating.

Heat flux measurements were also made on the Coyote vapor
urn tests, both inside and outside of the cloud. Inside the cloud,
our-heat flux calorimeters were placed on four towers closest to
he ignition point and 1 m above the ground, facing away from
he igniter and downwind. On Coyote 5, maximum measure-

ents from calorimeters engulfed in flame were 220, 189 and
40 kW/m2. On Coyote 6, maxima of 165 and 153 kW/m2 were
ecorded, and on Coyote 7, a maximum of 291 kW/m2 was mea-
ured. The heat flux pulses were of short duration, with a full
idth at half maximum of less than 2 s. The thermal impulse

rom the measurements varied from 348 to 507 kJ/m2. These
evels exceed those necessary for third degree burns by a large
actor and are likely lethal. They are also great enough to ignite
ost flammable materials and did so during the tests.
Outside the cloud, nine radiometers were positioned at two

ocations on one side of the array centerline. Four were wide
ngle and five were narrow angle radiometers. The purpose of
hese measurements was to determine the emissive power of an
nconfined vapor cloud fire and to determine the heat flux as a
unction of distance. Unfortunately there were many problems
ith the instruments, resulting in usable data only from three
arrow angle radiometers on Coyote 3. The result is a flame
missive power in the range of 220–280 kW/m2, consistent with
hat measured by Raj et al. [21] earlier at 210 ± 65 kW/m2. This
lso implies that most of the peak heat flux inside the cloud
153–340 kW/m2) was due to thermal radiation rather than con-
ection.

.3.4. Coyote RPT tests
A total of 13 RPT spills within five tests were conducted

t various times during July through November of 1981. The
oal of the RPT tests was to understand the physics behind RPT
xplosions so that their severity in an accidental spill could be
redicted. These tests involved measurement of LNG species
oncentration, temperature of the LNG and the water, and veloc-
ty of the LNG as it exits the spill pipe, so that a comparison with
azayeri’s lab scale data [22], where the shock overpressure
howed a dependence on impact pressure, water temperature,

nd type of cryogen, could be made. This also required installing
last gauges both above and below water on the spill pond. The
PT instruments were operational throughout the Coyote test

eries, recording data from a total of 18 separate spills involv-
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ng spill rates from 6 to 19.4 m3/min, spill volumes from 3.3
o 22.8 m3, spill plate depth below water from 2.5 to 36 cm
o no spill plate, water temperatures from 30 to 10.6 ◦C, LNG
mpact pressures from 0.8 to 15 psia, and LNG methane com-
ositions from 99.5% to 70%, including three spills of liquid
itrogen. Documentation of these tests and analysis is provided
y Goldwire et al. [19] and McRae et al. [18].

.3.5. Coyote RPT test results
The Coyote RPT analysis [18] also includes data from the

urro tests bringing the total number of spill tests up to 26.
any large and damaging RPTs occurred during the Falcon tests
hich are not included in the analysis. RPTs were found to be
f two fundamentally different types, those that occurred at any
ime in the spill, at the spill point, and were correlated with spill
ate and those that generally occurred late in the spill, out on the
dge of the LNG pool, and were correlated with ethane/propane
oncentration. Many RPT explosions were measured and their
izes varied from the equivalent of 3.5 kg of TNT, on Burro 9,
own to a few grams of TNT. The RPT size correlation with
pill rate can be seen in Fig. 10 and provides the best correla-
ion of all the variables examined. The data indicate an apparent
hreshold or abrupt increase in strength at a spill rate of about
7 m3/min. Unfortunately this was near the limit for the China
ake facility so rates substantially higher could not be tested.
NG composition also plays a role since it determines the ther-
odynamic parameters of the LNG including the superheat limit

emperature, which is key to the production of RPTs.
In the early 1970s, Enger and Hartman [23] conducted a

horough study of the correlation of LNG composition with the
ccurrence of RPTs and established a compositional envelope
ithin which RPTs occurred and outside of which they did not.
ig. 11 shows that envelope, the Enger and Hartman data, and

he data from the Coyote and Burro tests. Enger and Hartman

howed that RPTs occurred only when LNG compositions were
igh in ethane/propane. They also state that no RPTs occurred
or LNG compositions with more than 40% methane.

Fig. 10. The effect of spill rate on RPT size.

f
m
n
a
T
o
r
2
b
i
D
[
C

F
c

ig. 11. Large scale RPTs and the Enger–Hartman RPT explosion envelope.
he asterisk is an estimate of the maximum cool-down enrichment that could
ave occurred during the Coyote tests (on Coyote 2).

The China Lake RPTs are also shown in Fig. 11 and are
learly outside the Enger–Hartman envelope. Further, compo-
ition is not the only determining factor in the occurrence of
PTs, although it is important. The China Lake data show that

arge spill rates can produce RPTs even with initial methane
ompositions as high as 88%.

.4. Falcon series tests

The objectives of the experiments were to provide a database
f LNG dispersion data from large releases into a large vapor
ence (44 m × 88 m × 8.7 m high) for comparison to wind tunnel
odels and mathematical models and to assess the effective-

ess of vapor fences for mitigating LNG hazards in the event of
n accidental spill. Five tests were conducted at the new Spill
est Facility (STF) at the Nevada Test Site (NTS), shown from
verhead in Fig. 12. These were the largest spills so far, with
elease rates of 9–30 m3/min and spill volumes ranging from
1 to 66 m3. Three of these have been selected as validation
enchmarks. The test series was terminated by an accidental
gnition during the fifth test that damaged the test equipment.

ata and test details may be found in the Falcon Data Report

13] and analysis and model/data comparison is provided by
han [24].

ig. 12. Overhead view of Spill Test Facility at NTS, showing two 100 m3

ryogenic tanks, two 150 m long spill lines, and supporting equipment.
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Falcon 1 had the highest spill volume, 66.4 m3, and second
ighest spill rate, 28.7 m3/min, and was conducted under very
table atmospheric conditions (category G with a wind speed of
.7 m/s). The vapor cloud overflowed the vapor fence on all four
ides in contrast to the pre-test wind tunnel simulation, which
roduced a vapor cloud essentially contained within the fence
t all times [61]. A photograph of LNG vapor overflowing the
ence during Falcon 1 is shown in Fig. 13.

Turbulence within the LNG vapor of Falcon 1 was signif-
cantly reduced, even in the cloud beyond the vapor fence.
amping of atmospheric turbulence downwind of this experi-
ent is shown in Fig. 2. Here the vertical fluctuations of a bivane

nemometer are greatly reduced when the cloud is present,
ndicating a reduction in mixing creating higher concentrations
ithin the cloud and producing a longer LFL distance. Excel-

ent data were obtained and because of the high spill rate and
alm wind conditions, this test produced the most profound per-
urbation to the ambient wind field of all the Falcon tests and

akes an excellent validation benchmark. Unfortunately Falcon
does not provide validation for free field dispersion from the

ull source, only from the vapor fence, which provided holdup
nd delay of a large amount of the vapor. Thus it cannot be easily
sed to validate the similarity profile models.

Falcon 2 had an intermediate spill rate (20.6 m3 at
5.9 m3/min), a short spill duration, 78 s, and was conducted
nder neutral atmospheric stability conditions. Unfortunately,
uch of the data were lost on this test.
Falcon 3 was also conducted under neutral conditions similar

o Falcon 2, but more than twice as much was spilled over more
han twice the duration (50.7 m3 at 18.9 m3/min) and good qual-
ty data were obtained. Fig. 14 shows gas concentration data
rom a sensor 150 m downwind of the vapor fence compared
o a FEM3A model calculation [24]. The vapor fence and the
nvironment inside were difficult to model, even with a sophis-
icated 3D computational fluid dynamics model like FEM3 and

he good agreement between model calculation and data shown
n this figure demonstrate considerable progress. RPTs occurred
fter about 60 s and caused some perturbation in the test data.
till, this test should be considered a benchmark.

ig. 13. Falcon 1 spill showing LNG vapor overflowing the vapor fence.
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ig. 14. Falcon 3 data 150 m downwind of vapor fence compared to FEM3A.

Falcon 4 had the smallest spill rate (44.9 m3 spilled at
.7 m3/min) and longest spill duration (310 s) and was conducted
nder neutral to slightly stable atmospheric conditions. Because
f the long spill duration, this test can be considered a continu-
us release during which all field variables reached steady state.
his test should also be considered to be a benchmark.

Falcon 5 experienced large RPTs starting at about 60 s into
he test, and an accidental ignition at about 81 s. As a result, data
xist only for about 100 s for sensors downwind of the vapor
ence.

. Dispersion model development

.1. Dense gas dispersion models

Numerical models of atmospheric dispersion differ in a
ariety of ways. Principal differences include the degree of
ompleteness in the mathematical description of atmospheric
ispersion processes, the type of releases (i.e. evaporating pool,
et, stack, explosion) that the model is capable of treating, the
egree of completeness in the description of non-transport pro-
esses such as aerosol formation or chemical change, the type
nd completeness in the meteorological data and fields used to
rive the dispersion model, and the complexity of terrain situa-
ions (with flat terrain being the simplest) for which the model
s designed. Associated with these are the additional differences
n numerical complexity and practical requirements of computer

emory and speed.
During the 1980s, a number of models were developed to

imulate the atmospheric dispersion of denser-than-air vapor
louds. These models essentially fell into three categories
f varying physical completeness and numerical complexity:
avier–Stokes models, similarity-profile models and modified
aussian models. There were several reviews of these models
uring this time [25–28] and more recently by Luketa-Hanlin

29]. Much of the information presented here was summarized
rom Ermak et al. [25].

The models which present the most physically complete
escription of dense gas dispersion are the Navier–Stokes mod-
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ls which are based on the three-dimensional, time-dependent
onservation equations of mass, momentum, energy and species.
xamples of this type of model are FEM3 [30], FEMSET [31],
EAVYGAS [32], and ZEPHYR [33], some of which may no

onger be available. More recent examples include Fluent and
FX. CFX was recently used to reproduce the Coyote experi-
ents [34,35]. These models were also evaluated in the recent

cientific model evaluation of dense gas dispersion project,
MEDIS [36,37]. While these models provide the most com-
lete description of the physical processes, they also require
ore computer power and time to run, compared to similarity
odels. At the intermediate level of completeness and complex-

ty are the similarity profile models. These models use simplified
orms of the conservation equations that are obtained by aver-
ging the cloud properties over the crosswind plane or over
he entire cloud. This generally reduces the mathematical com-
lexity to one dimension. Quasi-three-dimensional solutions are
btained by using similarity profiles to regain the structure lost
y averaging. Examples of this type of model are SLAB [38],
EGADAS [39], and DEGADIS [40]. At the simplest level are

he modified Gaussian puff or plume models. These models are
ased on the Gaussian equation for the conservation of species
nd employ a variety of modifications to include the effects of
ense gas dispersion within the Gaussian framework. Box or top-
at models, which are used to simulate instantaneous releases,
all into either the intermediate or simple category depending
pon the complexity of the model with regard to the number of
onservation equations to be solved.

The three types of models differ considerably in their
pproach to simulating the atmospheric dispersion of a dense
as release. Perhaps the most obvious differences are related to
he degree to which each model type incorporates the basic con-
ervation laws and three-dimensional, time-dependent effects.
he modified Gaussian plume models are based on the single
onservation of species equation and either neglect momentum
nd energy conservation or attempt to include them is some ad
oc manner. The intermediate similarity profile models include
he conservation equations of mass, momentum, and energy, as
ell as species, but only in an average way. The Navier–Stokes
odels include the most complete description of the conserva-

ion laws by treating them explicitly in three-dimensions and
ime.

There are other important differences and these are related to
he manner in which each model type treats the effects of grav-
ty and turbulence. As previously noted, the modified Gaussian
lume models use ad hoc formulas with empirical coefficients to
escribe the gravity spread and turbulent dispersion of the cloud.
n contrast to this, the similarity profile and Navier–Stokes mod-
ls use conservation principles to treat the effects of gravity. For
xample, this is done in the FEM3 Navier–Stokes model by solv-
ng the three momentum conservation equations including the
uoyancy term and variable density, while the SLAB similarity
rofile model solves two layer-averaged momentum equations

nd uses the hydrostatic approximation.

With regard to turbulence, the similarity profile and
avier–Stokes models use different approaches. The similar-

ty profile models use the concept of entrainment across the

e
e
t
t

ardous Materials 140 (2007) 412–428

loud–air interface and essentially neglect any explicit treatment
f turbulence within the vapor cloud. Air is entrained into the
loud at the top and sides, and then is assumed to rapidly mix
n the cloud creating a nearly uniform layer. Thus, there are two
eparate regions: the cloud and the ambient atmosphere. Mix-
ng between the two is assumed to occur at the interface and is
overned by an entrainment velocity which depends on the local
roperties of both the cloud and the surrounding atmosphere.

The Navier–Stokes models generally treat turbulence through
he use of a turbulent diffusion coefficient or tensor that is
etermined using some form of turbulence closure. K-theory
urbulence models have been used extensively in Navier–Stokes
odels (for example, FEM3 and ZEPHYR) for dense gas dis-

ersion applications. These turbulence models assume local
quilibrium and use a diffusion coefficient that depends on
he local properties of the dense gas cloud and atmosphere.
igher order turbulence models, specifically k-epsilon models,
ave also been used. Higher order turbulence models do not
ssume local equilibrium and allow for the creation, transport
nd destruction of turbulence.

Three-dimensional, time-dependent Navier–Stokes models
enerally provide the most detailed and complete description
f dense gas flow and dispersion within the atmosphere. These
odels are capable of simulating complex time-dependent phe-

omena and taking into account complex boundary conditions
mposed by terrain and structures. However, this completeness
nd versatility comes at a price in the requirement for signif-
cant amounts of computer time, memory and power to run
he models. To address this issue, a new category of dense gas
ispersion models was developed in the 1990s that is between
he Navier–Stokes and one-dimensional similarity profile mod-
ls. Rather than developing entirely new models, efforts were
ocused on modifying existing models that were widely used in
mergency response applications.

One popular approach to simulating the atmospheric disper-
ion of trace-gas releases under realistic conditions of terrain and
ime- and spatially-varying winds is to use a Lagrangian particle-
n-cell, advection-diffusion model. In emergency response
pplications, realistic windfields based on timely meteorological
ata are input to the advection-diffusion model which simulates
he dispersion of the release by calculating the trajectories of
marker particles”. This approach has been shown to be well
uited to operational uses for emergency response and accident
reparedness purposes [41,42] because of the robustness and
elatively high computational speed of the models on current
ay computers.

A dense gas version of the ADPIC particle-in-cell, advection-
iffusion model [43] was developed by Ermak [44,45] by
reating the dense gas effects as a perturbation to the ambient
hermodynamic properties (density and temperature), ground
evel heat flux, turbulence level (diffusivity), and windfield
gravity flow) within the local region of the denser-than-air
loud. The perturbations are calculated from conservation of

nergy and momentum principles along with the ideal gas law
quation of state for a mixture of gases. The various per-
urbations are expressed in terms of the vertically averaged
hermodynamic and hydrodynamic properties of the cloud and
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he local cloud height. Using a puff model rather than a particle-
n-cell model, Sykes et al. [46] developed a dense gas version
f the SCIPUFF Lagrangian puff dispersion model. In this case,
ense gas effects were added by using the vorticity form of the
omentum conservation equation.
An alternative approach to treating the effects of complex

errain on the flow of a dense gas cloud is to extend the one-
imensional similarity profile models to two spatial dimensions.
ankin and Britter [47,48] essentially used this approach in the
evelopment of the TWODEE shallow-layer model for the dis-
ersion of dense gas releases. In this model, depth-averaged
loud properties are determined as a function of the two hor-
zontal directions using the conservation laws and empirical
orrelations to determine the entrainment rate of air into the
ense gas cloud. While the two-dimensional nature of this type
f model allows for the treatment of dense gas flow over complex
errain, it also requires about an order of magnitude greater com-
utational time than one-dimensional similarity profile models.

The dense gas dispersion models described above were devel-
ped using a variety of approaches with different levels of
hysical completeness and computer power requirements. In
ddition, these models were designed for and have been used
or a variety of applications, including scientific research, safety
ssessment and emergency response guidance. Each of these
pplications has different requirements for accuracy, timeliness
nd computational cost. Of all the models, the Navier–Stokes
odels have the strongest scientific basis and provide the most

etailed description of the flow and dispersion of a denser-than-
ir cloud in the atmosphere. Consequently, they are generally
iewed as the best tool for scientific discovery in complex sit-
ations and for other applications that go beyond the limits of
eld validation.

.2. Dispersion model validation

The authors of all the models described in the previous section
ave tested and verified their own models and have presented
heir results in numerous publications. For example, the FEM3
avier–Stokes model and the SLAB similarity profile model
ave been extensively compared to the Burro, Coyote and Falcon
NG field experiments [7,24,49,50]. Similarly, the dense gas
ersion of the ADPIC particle-in-cell model has been compared
ith the data from the Burro series experiments [45].
The 1984 [7] comparison of the FEM3 and SLAB models

ith the Burro and Coyote data was particularly detailed and
ncluded model-data comparisons of: LNG vapor concentra-
ion as a function of downwind distance, maximum distance
o the lower flammability limit (LFL), crosswind distribution of
NG vapor concentration, horizontal distribution of LNG con-
entration, and LNG vapor cloud temperature and flow speed.
n general, both models did well in predicting the properties of
he Burro and Coyote LNG vapor clouds. They provided rea-
onable estimates of maximum LFL distance, and for the most

art, they predicted the time dependence of concentration quite
ell. In addition, their predictions of cloud size and shape were

lso good. A particular achievement of the FEM3 model was
he prediction of the bifurcated cloud structure observed in the
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urro 8 experiment conducted under low ambient wind speed
nd stable atmospheric conditions.

Currently, FEM3 is the most well known Navier–Stokes
odel used in denser-than-air dispersion applications [29] and

s previously noted, has been broadly evaluated. In addition to
he model-data comparisons already cited, it has been evaluated
or its ability to predict the flow and dispersion of a dense gas
loud over complex terrain [51], for the effectiveness of its tur-
ulence submodel [52], and compared with the results of the
horney Island Phase I trials [53]. The latest version, FEM3C

62,63], incorporates a phase change model that accounts for
ater vapor interaction in the cloud and includes an option

o use a k-epsilon turbulence submodel. In addition, there is
lso an in-house massively parallel version of the model called
EM3-MP.

There have also been a number of model evaluation stud-
es that were conducted by independent parties. Havens et al.
33] evaluated four Navier–Stokes models (FEM3, MARIAH,
IGMET-N and ZEPHYR) and found FEM3 and MARIAH

o be the most suitable for dense gas dispersion applications.
wo studies, one by TRC Environmental Corp. Inc. for the US
nvironmental Protection Agency [54] and the other by Sigma
esearch Corp. for the US Air Force and American Petroleum

nstitute [55] were performed to evaluate a number of models in
he similarity profile and modified Gaussian categories of mod-
ls. The TRC study evaluated seven models using data from
hree field experiments and found that all the models performed
ithin a factor of 2. The Sigma Research study evaluated 15
azardous gas models using data from eight field experiments
nd found that eight of the models produced relatively consistent
redictions of plume centerline concentration across the dense
as data sets with relative mean bias of about ±30% or less and
agnitudes of relative scatter that are about equal to the mean.
ore recently, the scientific model evaluation of dense gas dis-

ersion project, SMEDIS, was commissioned by the European
nion to develop a protocol and to evaluate dense gas dispersion
odels [36,37].
As new models are developed and applied to the atmospheric

ispersion of large LNG vapor clouds, they too will need to be
valuated with data from LNG dispersion field experiments. Var-
ous approaches have been developed to evaluate atmospheric
ispersion models and often the emphasis has been on the use
f statistical methods. Sole reliance on statistical methods has
een criticized by several authors [56,57] because these meth-
ds do not promote understanding of the underlying physical
rocesses.

In 1988, Ermak [58] presented a methodology for evaluating
ense gas dispersion models which relies heavily on physi-
al understanding of the processes characteristic of dense gas
eleases in the atmosphere. Four plume parameters are recom-
ended for comparison: maximum gas concentration, average

round-level plume centerline concentration, plume half-width
nd plume height, all as a function of downwind distance. The

ecommended comparison technique is based on ratios between
he four model-predicted parameters and the experimentally
bserved values. Ratios allow comparison over a wide range of
alues from high concentrations where gravity spread effects
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ominate down to trace concentration levels where ambient
tmospheric phenomena dominate the flow and dispersion.

. Lessons learned

The following conclusions are based on the analysis of experi-
ents and model simulations conducted for LNG spills that were

ominally 10–40 m3 in size, at spill rates of 10–30 m3/min, with
variety of meteorological conditions.

.1. Dense gas dispersion phenomena

. LNG spills form denser-than-air clouds that exhibit dense gas
dispersion behavior. Two of the main effects are:

Reduced vertical mixing with the ambient atmosphere and
dampened vertical turbulence within the LNG vapor cloud
due to stable density stratification.
Gravity spreading flow due to density gradients in the hori-
zontal plane between the dense gas cloud and the surrounding
ambient atmosphere.

The above dense gas dispersion phenomena produce a lower
nd significantly wider cloud than is observed in clouds formed
rom neutrally buoyant or trace gas releases. Other related dense
as effects include: lingering of the cloud in the source region
fter the spill has ended, pooling in low spots and a tendency to
ollow the downhill slope in flow over terrain.

. Under low wind speed, stable atmospheric conditions, the
decoupling between the denser-than-air cloud and the ambi-
ent atmosphere can be such that the dense gas cloud
effectively displaces the ambient wind field making it dif-
ficult for external ambient turbulence to penetrate the LNG
vapor cloud (Burro 8). Under these conditions, the interac-
tion between the ambient atmospheric flow and the gravity
flow of the denser-than-air LNG vapor cloud produces two
opposing vortices in the crosswind plane of the plume which
causes it to bifurcate, forming a two lobed plume structure
(as observed in Burro 8).

. These dense gas effects increasingly dominate the dispersion
of an LNG vapor cloud as spills become larger (spill volume
and spill rate), the ambient wind speed becomes lower, and
the atmosphere becomes more stable. The result is that low
wind speed and a stable atmosphere create a worst case condi-
tion for the dispersion of an LNG vapor cloud, producing the
largest flammable cloud with the furthest downwind distance
to the LFL (Burro 8).

. Heat transfer from the ground (or water) into the cold LNG
vapor cloud increases cloud temperature and reduces cloud
density, but generally not enough to make the cloud buoyant.
If the wind speed is low enough and the atmosphere is sta-
ble enough, this heat transfer has been observed to create a

slightly lighter-than-air LNG vapor cloud at large downwind
distances (Burro 8).

. All of these dense gas dispersion and heat transfer phenom-
ena need to be included in atmospheric dispersion models

4
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used for predicting the dispersion of an LNG vapor cloud.
Specifically, these include; variable temperature and density,
an appropriate turbulence model for dense gas dispersion, an
adequate ground-level heat transfer model, and gravity flow
equations. Of course it is also necessary to include atmo-
spheric stability, complex terrain, and source conditions. In
order to reproduce field experiments for validation it may
also be necessary to include time dependent wind speed and
direction.

.2. Dense gas dispersion models

Over the past three decades, numerous models have been
eveloped and tested for their ability to predict the dispersion of
cold, dense gas cloud. These models fall into four categories
f varying physical completeness and numerical complexity;
avier–Stokes models, modified Lagrangian puff or particle-in-

ell models, similarity profile models and modified Gaussian or
ox models:

The dense gas modified Lagrangian puff and particle-in-cell
models are well suited to emergency response applications
where time-limited simulations of cloud dispersion over
realistic terrain with spatially- and time-varying winds are
required.
The Navier–Stokes models provide the most complete
description of the flow and dispersion of a cold, denser-than-
air cloud in the atmosphere and are well suited for research
applications, dispersion simulations over complex terrain and
obstacles, and other applications that go beyond the limits of
field validation.

.3. Vapor burns

Heat fluxes measured inside the vapor burns varied from
40 to 153 kW/m2 with an average of 226 kW/m2. The thermal
mpulse from the measurements varied from 348 to 507 kJ/m2.
hese levels exceed those necessary for third degree burns by
large factor and are great enough to ignite most flammable
aterials.

.4. RPTs

. Two types of RPTs were observed:
• Those that occurred at the spill point at any time during

the spill and were correlated with spill rate.
• Those that generally occurred out on the edge of the

LNG pool late in the spill and were correlated with
ethane/propane concentration.

. The strength of RPTs was observed to vary from the equiva-
lent of 3.5 kg of TNT down to a few grams of TNT.

. Large spill rates can produce large RPTs even with initial
methane compositions as high as 88%.
. RPTs were observed to increase the burn area to two times
that estimated without RPTs and to extend the downwind
burn distance by 65% (Coyote 5). For spills on water, the
consequences of RPTs on dispersion distances and burn areas
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should be considered in the analysis. The puffs of LNG vapor
created by the RPTs increase the hazard area significantly.

. Looking to the future

.1. Dispersion testing needed

All models, both physical and mathematical, contain approx-
mations that limit their range of validity. To validate a model
nd establish its range of validity, we must be able to compare it
ith data over a significant portion of its expected range, includ-

ng regions that exhibit all of the important phenomena. Since
e have observed dense gas effects clearly dominating normal

tmospheric dispersion phenomena only in Burro 8 and Fal-
on 1, and since Falcon 1 does not provide validation for free
eld dispersion from the full source, only from the vapor fence,

his leaves only Burro 8 for free field model validation under
ow wind speed, stable atmospheric conditions. One test at one
pill rate is not enough to have confidence that the models will
dequately extrapolate to the much larger incidents of concern.
e believe that additional dispersion experiments under stable

tmospheric conditions and at larger spill rates and larger spill
izes are needed for model validation. The difficult question is
ow large do these tests need to be.

Since we endeavor to include all of the science needed to
escribe the atmospheric dispersion of LNG in the dispersion
odels and to base the models on the conservation laws of

hysics, it should not be necessary to perform full scale accident
imulations. If properly constructed and validated, the models
an be used to scale up to larger spills than those tested. Table 2
rovides a summary of spill rates and sizes for the experiments
o date, the maximum capability of the Spill Test Facility (STF)
t NTS, and two full scale incident scenarios. The first incident
s a ship collision under worst case conditions, puncturing both
he outer and inner hulls of a LNG tanker ship and resulting in a
–2 m2 hole in a 25,000 m3 LNG tank [59]. The LNG will flow
ut of the hole at an initial rate of about 1000 m3/min and will
ontinue at a decreasing rate until the tank has emptied to the
op of the hole (approximately 12,500 m3). The second incident
s an attack on a ship using explosives, creating a 5 m2 hole [59].
t is very likely that the explosives will ignite the LNG at the
hip resulting in a large pool fire, not a dispersing cloud of LNG
apor.

The additional LNG spill tests needed for dispersion model

alidation under low wind speed, stable atmospheric conditions
ould be performed at the Nevada Test Site Spill Test Facility
also know as the Hazmat Spill Center and the Non-Proliferation
est and Evaluation Center). The full cryogenic capacity of the

able 2
otential incidents, past tests and the STF

ncident Spill rate (m3/min) Spill size (m3)

ests to date 1–30 4–66
hip collision (1–2 m2 hole) 1000 12,500
ttack on ship (5 m2 hole) 3000 12,500
pill Test Facility capability 100 200
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acility is 200 m3 and the maximum spill rate is 100 m3/min. This
acility, with its two 100 m3 cryogenic tanks, and two 150 m long
pill lines (see Fig. 12), was designed and built in the mid 1980s
or just this purpose. The spill rate in the worst case ship acci-
ent mentioned above is only 10 times the rate of the STF. Even
hough the total volume of the ship tank is over 100 times the
apability of the STF, the most important parameter for disper-
ion is the spill rate, not the total volume. At a given spill rate
nd given atmospheric conditions, the vapor cloud produced by
spill will reach steady state a few minutes into the spill. This
eans that the downwind hazard distance or distance to the LFL,
ill not increase further (it will fluctuate) even though the spill
ay continue for some time. If the spill is long enough to achieve

teady state, the total volume does not affect the hazard distance.
he models, if properly validated and upgraded as needed, can
e expected to accurately extrapolate up a factor of ten or more
n spill rate.

The testing mentioned above is important for model valida-
ion of releases on flat terrain or water. Large scale test data for
eleases on variable terrain and in an urban environment would
lso be very useful.

.2. Dispersion model development needed

As previously noted, models used to simulate the dispersion
f LNG vapor clouds need to include the physical phenomena
ssociated with cold, denser-than-air vapor clouds and be prop-
rly validated with field scale data. Past experiments show that
hese phenomena include variable temperature and density, tur-
ulence damping, ground level heating and gravity flow. Because
f these, turbulence, which affects all of these phenomena, is
enerally considered to be the most difficult to treat properly
28,50].

For the Navier–Stokes models, higher order turbulence
odels, such as the widely used k-epsilon models, are a

otential improvement (over K-theory models) because they
o not assume local equilibrium and allow for the creation,
ransport and destruction of turbulence. Similarly, large eddy
imulation models would be useful in estimating concentra-
ion fluctuations and peak concentration. However, these more
dvanced turbulence models must also include the effects
ssociated with the dispersion of cold, denser-than-air vapor
louds. And in particular, they must be capable of adequately
eproducing the turbulence damping and complicated bifur-
ated plume structure observed in Burro 8 and the lofted
lume centerline observed at larger downwind distances also in
urro 8.

As these models are used to simulate larger and larger releases
58], it becomes necessary to consider if all of the relevant
henomena are included. Under worst case stable atmospheric
onditions, the boundary layer is typically a few hundred meters
igh and the horizontal wind shear over this height is as much

s 30◦ due to the interaction of the Coriolis force with the ambi-
nt vertical momentum flux [60]. To predict this wind shear
nd stable density and temperature structure, meteorological
eather models include submodels for solar radiation, ther-
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al and water fluxes at the ground, cloud effects, and water
s a separate species from air in addition to the Coriolis force
ithin the basic conservation equations and an appropriate tur-
ulence model. While these phenomena are generally included
n Navier–Stokes meteorological models, they are currently not
ncluded in the Navier–Stokes dense gas models.

To evaluate the importance of these phenomena in the large
NG release scenarios under consideration, one could start by
imulating these releases using current Navier–Stokes dense
as models and comparing the size of the model predicted
NG vapor clouds with the height of the stable boundary

ayer. This would provide an initial indication of the impor-
ance that the Coriolis force might have on the dispersion of
arge LNG vapor clouds. A second step would be to include
he Coriolis force and other essential meteorological submod-
ls in the dense gas Navier–Stokes model and repeat these
cenario simulations. This would allow for a direct model com-
arison of the interaction of the Coriolis force with the gravity
ow force (induced hydrostatic pressure) within the LNG vapor
loud.

In recent years, Navier–Stokes atmospheric dispersion mod-
ls have been used to study trace gas dispersion in the urban
nvironment around structures and buildings for detailed plan-
ing studies and to study meteorological coupling with larger
cale models to provide more appropriate initial and boundary
onditions for local scale dispersion models. The extension of
his work to include large LNG releases would be appropriate for
imilar high risk scenarios. In addition, fast-running dense gas
ispersion models that include parameterized cold, dense gas
ffects, complex terrain (mountains, valleys, etc.), and three-
imensional meteorology are needed for emergency response
pplications.

Even with these model improvements and enhancements,
he models still contain approximations that limit their range
f validity and this is where field validation experiments play an
mportant role. The final step is to compare the model predictions
ith the data from any new experiments that are performed.

.3. Additional combustion research needed

A recent review article [29] concluded that there is a short-
ge of data for large LNG pool fires on water. It was also
ointed out in the same article that mass fire behavior may
ccur as the pool diameter increases beyond a certain diame-
er and the flame envelope breaks up into multiple fires, each
aving a smaller flame height. For distances greater than a
ool diameter, the thermal radiation would be less for the mass
re than for the single coherent plume assumed in all current
azard analysis. This implies a potential reduction in thermal
azard distance for large fires of a factor of 2–3. Tests with
ool diameters up to 100 m could be performed at the Spill
est Facility at NTS. These larger pool fire tests would deter-
ine the threshold for mass fire formation and the effect on
urface emissive power, smoke shielding, view factor, and burn
ate.

It has also been suggested that waves could have a signif-
cant effect on LNG vaporization and pool fires. No adequate

[

ardous Materials 140 (2007) 412–428

odel has yet been produced and no experimental data currently
xist to guide or confirm model development in this area. Large
cale LNG vaporization tests, on water with waves, ignited and
nignited, could answer these questions.

.4. Additional RPT tests needed

The Burro and Coyote tests established a correlation between
pill rate and RPT size but they were limited by the China Lake
acility to about 19 m3/min. The onset of the large RPTs cor-
esponded to a spill rate of about 17 m3/min, very close to the
imit of the China Lake facility. Thus experiments at higher rates
o examine the correlation were not possible. Experiments with
pill rates of up to 100 m3/min can be conducted at the NTS
pill Test Facility and would allow evaluation of the correlation
ver a range of spill rates, possibly leading to determination of
he maximum potential size of RPTs as well as providing more
nformation on the mechanism creating large scale RPTs.
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